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1. INTRODUCTION

SEVERAL examples, where truncated samples from Type III population
arise, have been cited by Chapman (1956). The problem of estimating
the parameters of the Pearson Type III-population dssuming: varius
forms of truncation has been studied by Cohen (1950); Des Raj (1953),
Chapman (1956) and others, mainly in the two cases: (@) to estimate
the location: parameter, .pu, and the scale parameter, &, when-e;, the
third standard moment is known; and (b) to estimate u, o, and a5
when only the form of the population is known. These. authors in
their treatment assume that the individual observations are-available.
In practice we often meet with grouped observations (see Chapman,
1956). Cohen (1950), and Chapman (1956) have dealt with grouped -
observations also. But, Cohen’s estimates are inefficient (see Kenney
and Keeping, 1951, pp.376); and he has not evaluated the variances
of his estimates. Though Chapman’s estimates are efficient when
individual observations are available, the same is not true when the
observations are available only in groups; for in that case his equation
(5) may not hold exactly. Moreover, Chapman’s procedure can be
efficiently .used omly for truncated ungrouped samples and not for
censored samples, grouped or ungrouped The purpose -of the present
paper is to present consistent and- efficient -estimates- of-the parameters
of the Pearson Type III populatlon from truncated and censored samples
of grouped observations. The maximum likelihood procedure for
truncated and censored samples of grouped observations, which the
author (Swamy, 1960) used in the - case: of normal populations, is
employed As our procedure, under case (b), is ‘too tedious to have
much practical value only case (a) is considered in this paper.:
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We consider Cohen’s forms of truncation, viz., when the number
of unmeasured observations is (1) unknown for each truncated tail,
(2) known separately for.each truncated tail, (3) known jointly for
both teuncated tails. The first' case characterrzes q douoly truncated
samp]e and the last two a doubly censored sample -

The probabrlrty densrty functron (P D F) of a Pearson Type 111
populatron may be wrltten as... -

— (4/as®)—1
f(x) [ + x ‘u.)] - 3' ., e—t2/ay (z—,u[a-),

-0

e T
p—=<x < oo 0
- - ag o i .

where
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We consider indepzndent random obérvations from the above popula
tion and assume that the observations with values equal to or between
the points of truncation x; and xj4, are alone measured. ‘Let these
‘measured observations be grouped into &k sp°crﬁed classes w1th end-
‘points Xz, x3, Sty Xpge

' Throughout the paper we adopt the followmg notation:

1 N fOl'l—l/ e k1,
o . - .
.. . (a/as’)—1 L
@(t)=yo[l +‘—‘2§t] et e .—: St<oo.
. Y - |

G =__f: <D(t)dt.

For convenience we shall alSO use the abbrevratrons Gi= G (13),

D, = DIy and dii = (1) where dashes denote differentiation.
. =k
Throughout the paper we shorten the summatron symbol Z,' to mere]y

2. ‘ . -
vIn § 3 we denote by nch\ (7. 0, (i,'i = p, o) the Fisher’s index of

1nformat10n about the parameters in- the truncated sample of size:n
characterized by -case (¢), e =1, 2,3, . - . . oo

L 1]
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2. MaxiMUM LIKELIHOOD ESTIMATES OF THE PARAMETERS

-Casé (1) Doubly' truncated” "samples: Number <of. unmeasured
observations unkaowr for each truncated tazl —The denSJty function
iS now written as

) o X — w\ a1
f(x) Gk+1"_ G - [1+ ¢ )J N

Xe@meHn, o <x <k Q)

Let-the n measured: observation’ w1th values in the sample range R ‘be
grouped b) classes (x;, Xiy) i=1,2, < k. . And let n; be the number
of observations falling in the i-th’ CldSS i.e., between x; and x;.,. Thé
plobablhty Py of a sample observatlon falhng in the i-th class is
now - e . ‘

D‘ .Y ' x‘“' I adg (X — (/as’)-1
C = Gk'f1__‘G1 f , [ + 2. _-—0' . )] :
*4 .
X e—{2/a) (5-}4/0_) . de - ) o | ) (3)
G — Gy , B .
=S A i=1,2 -, k
. Gr1 — GJ, '
The likelihood function of the s'ampLe is
‘ —C k- B i G1+1_GC L "
Li=G [ Po=C IT (G.+1—G1) e

where C, is a constant

Differentiating the loganthm of (4) iand equatmg to.zero, we obtain
the maximum likelihood estlmatmg equations

ot

dlog Ly _ Z ny [_ Pipy — P Penm ‘.I’a] —0
op 4 Gip — G ' Goiy — Gy

dlog Ly _ Z me [ @i = 6004t B = 10, JE
RO oL .Gf'.l‘l__Gi. . Gri— Gy L
. SR (%)
These equa’aons may be Written ‘as
2’71 [Zu« Zn (t1s R)]=0 ) -
" T [Zags — Zay (b ,R)]_q L “(6)
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where -

) . Tt Dl — gL a1 -
Zoti = Loy (!i: yo) = (—"1) tH-'l. L t i s
: : G¢+1 — G, Sl

(p,a=1,?2, etc.)

¥, is the width of-the i-th class i in units of the standard deviation. The
equations (6) are to be solved for getting the magximum likelihood

estimates of p and o. They can be readily solved by using the tables of*

Z-functions. The Z-functions are extensively tabulated by the author
with the aid of *‘Salvosa’s Tables of Pearson’s Type III Function”

and are available in the Statistical Laboratory, University of Poona.
Even in the absence of these tables of Z-functions the likelihood equa-
tions can be exsily solved with the help of Salvosa’s tables themselves.
The method of solving the equations is illustrated by a numerical
example in § 5.

Case (2) : Doubly censored samples Number of unmeasured observa-
tions known separately for each truncated tail—In this case a random
sample of size¢ N=r+n4 s is drawn froma population with the
P.D.F. given by (1). Itis known that r of the observations are in the
left truncated tail and s of the observations are in the right truncated
tail. Now 7 is the number of measured observations with values equal
to or between the points of truncation. As before; these observations
are grouped into k classes with end-points xg, X, “e, Xpyge Let the
frequency in the i-th class be m, (i=1,2,--+,- 5 k). S '

. This time the probablhty Py of an observation falhng in the i-th
class is =

Ti+1

) oy fx— (@/ash)-1 - o
x5 L. . - - - . R S
~X 'e(,-Z/,aa) (o-ptey . 9% , s o (D
‘; o,
= G5+1 — G¢ for l= 1 2 . k

The Ilkehhood functlon of the sample in this case may be written as
L,=0C,. (- Gls+1) H (G — @)Y, - ®

where C, is a constant. Dlﬁ'erentlafmg the logarlthm or (8) and
equating to zero we get the maximum hkehhood estlmatmg equations
in terms of the Z-functions as -
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r. le (tl’ T) + S le (tk+1, OO) + 2”‘211{ —_ 0 )
r. Zy (t,7) + s Zy, (tr, 00) + Z"szzu = 0 )]

~ where = — (2az + £;). The manner and -method of solving these
equations is -exactly the same as in case (1).

Case (3) :—Doubly censored samples: Number of unmeasured
observations known jointly for- the two truncated tails.—This case is
similar to the previous case (2) except that » and s are not known
separately. The only information available is that out of the sample
of size N, n of the observations are in the sample range R and the
remaining (N — n) observations are either in the left truncated tail
or the right truncated tail. Now N —n=r+s. In this case the
P.D.F. and the probability Py of an -observation falling in the i-th
class are the same as the previous ones, i.e., case (2). - But the likeli-
hood function of the sample is :

.k .
Ly=Cy. (I = Gupy tt G¥* . IT (G — GO™ (10)

Differentiating the logarithm of (10) and equating to_zero we get the
maximum likelihood estimating equations in terms of the Z-functions

EmZiy—(N—n) Q=0 _
EmZyy — (N —n)Qy =0 e B (11)

where

= (B Pt = 1 00
Tt 1 =G+ Gy

(p, g=1,2, etc.).

The manner of solving the equations is‘ the same as'in the previous
cases.

Note that the Q-functions are functions of the i:rﬁnéatloii points
and can be evaluated with the help of “Salvosa s Tables .of Pearson’s
Type III Functlons” :

3 PRECISION OF THE ESTIMATES* ,

. The large sample (dsymptotlc) variance-covariance atfix 61 the
estnnates, in’ any case, 1s the rec1proca1 of the 1nformat10n matnx
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2log L= -7 2, P
l —E[b og;ﬁ] | _E[.D logL] o

bl" - dudo
Al ot log L a2 log L’
l PPlen] L p[Risy)
e e=1,2,), (12)

where E stands f‘or mathemat1cal expectatlon

Case (M:—In th1s case as -
R ‘e
n—> oo e P1,~
and hence the 1nformat1on indices are L

2
—f_loo(:za 1;)g2L1
=2 Py, [Z4i% <1 Zu? O R = Ty (),
- rlig 2L
| = 2Py ZiwZo — Zny (1, R) | Tt m]—fn(u o,
and S T ¢ )
g OREL

a>00 N 32

=2 Py (20~ Zu? (10 R = 1, @)

&

The large sample varlance-covanance matrlx of the ’estlmates is
the rec1procal of

2"I’rx(J’I)I (]’ ] —IJ" 0')

Case (2) —ThlS tlme as .

n; | SR - . .
.-N—>oo N—>P2¢,..A_N fand N - \

stocastically converge to G1 and (1 — Gkﬂ) respect1vely Hence the
information indice§ are:: .

* The expresswns for I.,a U b, (1, l = p, 7 gwen in the author s earller paper
(Swamy, 1960) ‘could have been furthet simplified, as is dore in this paper.~ - -

S,
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2d%log L
— Plim Nl g =
" N=» o0 N . 3 ' R ’ ‘
=612yt D H (= G) - Za (s, 99) oL
+ & PyuZyt =1 (1), ‘
- To? e log L,
— Pl g e |
=Gy + Zy (81, 7) Zpa (1, 7) .
+ (1 = Grt1) Zyy (41, ) Zyy (ti41,°00)
+ 2P2£Z1itzz1i = I, (p, 0), (14

- and

| 23 logL
" — Plim% 2
N—)ooN bo

__G1

Z,y:2 (4, T) + (1 — Gk+1) Zm (frm, °°)
+ 2 P21Z21’S —_ (0')

The large sample varlance-covarlance matrix of the estimates is
the reciprocal of the information matrix

N . .
SN G DL

Case (3).—In this case as

i N—n .
Mo Py, »(l = Gt G, .

N = oo,

the degree of truncation and hence the informgtion 1ndxces are’ glven
by .

2
— Plim c D logL

—_——

N>oo N . b,u?

= (I — Gy, + Gy) - Qyy? +'2PsiZ?iii~=’If. (),
d%log L,
— Plim a® 3% log L,
PN Spe

= (1 — Gugs + G) - 01Ot F Z PiZisiZiss = T, (1, 0)
| - L (15)
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and

a?d%log L,
— Plim -
J\Ir)—)ooN da?

=1 — Guy + GY) - Q0% + 2 PyZ%y = I, (o).

The large sample variance-covariance matrix of the estimates is
obtained by taking the reciprocal of

ML, G

4. SINGLY TRUNCATED OR CENSORED SAMPLES

We shall now obtain the results for the singly truncated and cea-
sored samples as special cases of (1) and (2) above. It is obvious that
under singly censored samples cases (2) and (3) ‘above are identical.

If only the left tail is truncated, tzy, —>c0 wh11e if the right tail alone-

is truncated, — (2/ag)< ;. We shall consider the case when the left
tail alone is truncated. Now t,ﬂ.1 ~ 00, <15,,+1 =0, 44y - Py =0
Gr —>1 and s=0. - . p

Case (1): -Singly truncated samples -The max1mum likelihood
estimating equations in this case are '
21 [Zyi — Z11(fy, 0)] =0 :
21 [ Zaws — Zy (1,00)] = 0. B (16)
arid ‘the information indices are ‘
— Plim 02 2 log L,
n->00 n DP'
P Z'Pu [Zm = Z5* (83, 00) ] = I'n (#)s
_ Pl b d log L,
n->00 n BPDG
= ZPI( [Zuczzn - Zn (t1, °°) Zm (41 °°)] = I, (1, 0)

(17)

and .

—Pl . azbzlong _

ST 0
=2 Py [Z o1 — Zz1 (fn °°)] = In (U)

e

B T " T X B
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where now : ' S
P — G = G,
18 1 — G—1

" The large sample variance- covarlance matrxx of the estlmates is
ngen by : : : »

' ~, H-In (j,'l).ll‘l-
~ Case (2): Singly censored samples —1In this ‘case the max1mum
llkellhood estimating equatlons are
reZy(t, v+ Z”tzm =0 . L )
¥ Zpi(ty, 7)+ ZiZyy =0. o . )
The information. indices aré
s .. a2dlog Ly
Z plimE 572
5—)12},]\7 W
=0y - Z112 (1. 7') + Z-lelei = I-:. (P'), '

: Ozb 10gL2 .
—I{I)—loo N—gpba
— - Zn (t],'r) Zy (t;, 7') +2P2fxz11izt>11—r]1-,(” o),
and " e 19

= G1 2212 (tls 7') + Z'chzm = I-r, (‘7)

The large sample variance-covariance matrlx of the estlmates -is
given by - : : ;

.‘4

|| IT, (J, l) ll"

Note that the I, (4, l) S in the smgly truncated and censored cases
are not the sameas the corresponding I, ( j, I)’s:in the-doubly truncated
and censored cases. It may also be noted that the procedure of this
papér can also be used, without loss of much information, for ungrouped
observations by - grouping the 1nd1v1dua1 sample observatlons mto
équidistant classes. - :
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5 A NUMERICAL EXAMPLE

The practical application of results of this paper, and the iterative
method employed in solvmg the maximum likelihood estimating equa-
tions can be ‘best-illustrated by -considering the following numerical

example of Cohen (1950).* Cohen’s data consist of a grouped sample

distribution of the weights of 629 University of Washington Freshmen:
The class interval of this distribution is 11 1b., and there are 11 classes
in the complete sample. It is known that the sample is from a Type
III population with a3 = -6. For our present illustration, a doubly
truncated sample was: obtained from Cohen’s data by .truncating his
complete sample on the left at 110-51b., and on the right at 187-51b.
The truncated sample consists of seven classes. The frequencies in
these seven classes are as follows: S

‘Cla’ss Boundaries oo 111- 122— 133- 144 155- 166- 177-
Frequency .. .. 43 138 162 129 82 35 16

In the following we shall obtain the maximum likelihood estimates
of p and ¢ of the-population from:which the sample is drawn, and their
large sample variance-covariance matrix in the case of doubly truncated
samples. The estimates and their large sample variances in the other
cases can be similarly obtained. Throughout only simple linear inter-
polation is employed. U

Case (1): Doubly Truncated Samples—In general, the first and ;-

the second moments about the origin of the truncated sample can be
taken as the first working approximation to i and 6. In the present
example, as the first and the second moments about the origin of the
truncated sample are 142-327 and 17-127 respectively; a working
approximation to & is.taken as 18. With'é = 18 [estlmates are indicated
by circumflex (*)] and (144 —pe=-2 respectlvely 0 we obtain
the table glven m the following page.

By sunple linear interpolation we see that with &= 18,
21y [Zyys — Z1y (84, R)] =0 for_p = 142-7778. With this value of f,
using Z,; function we have Zni[Zoss — Zoy (81, R)] = — 19-0706 for
6=17 and I [Zyy— Zyn (t1, R)] = 6:4262 for & =18. Hence,
with § = 142-7778, Zn, {Zsy = Zs; (1, R)] =0 for ¢.= 17-748. Thus,
the ﬁrst cycle ‘of the iterative process gives the estxmates of p and o

* The author is thankful to Dy. A. C. Cohen, Jr., for furnishing him with the -
,;;:lass boundaries and the frequencies for the complete numenca] example employed
“in his paper (Cohen, 1950).
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b 0o | L1633 43 —1-6993 183 43 21304
122-| —1-022 138 —1-0285 | —1.222 138"  '—- :8542
133 | — 411 162 10% | — 612 162 0440
. Cwa| 200 129 962 | - 0 129 - 5088
155- | - 811 82 0577 | ez 82 . 9073
166- | 1422 35 12336 | 1732 35 1-2070
7| 208 d6 - 14560 | 1833 16 14418?*}
Total .. 605 21 [Zyi—Zsy | Total .. 605 )Jn. [zm Zu
o - (s )] sl o (1 R)] -
_, _23 {4771 . = 115682

: from’ "doubly truncated sample as 143 7778 and .17: 748 respectrvely

To ensure .whether the estimates are better the iterative:process may

“be’ repeated ‘with these values of and &.. However, in the present

‘ 'example as the first approximations’ to pand & are very mnear to the

estimates of 1 and ¢ obtained by Cohen (1950) both in the untruncated

- case and the singly truncated case, further approx1matron to fi.and &

"are not obtiined. Cohen’s’ estlmates of 2 and ¢ When only the - leit

ta11 is. truncated are 142-74 and 17 43 respectlvely, the correspondrng
values from the complete sample are 142-25 and 17-59..

(' Takrng f = 142-7778 and & = . 17-748 an estimate of the variance-
covariance matrix ‘of the above estrmates is- obtained as

8503 © . 2332 [
| o | — 2332 9122 N -
o - Hence V () = 6582 and ¥/(8) = +6138. These variances are expected

to be smaller than the veriances of the estimates of Cohea’s (1950)
paper; however, a ready comparison cannot be made as the variances
of Cohen’s estimates are not easily available. :

The author hopes to investigate in a subsequent paper whether
the difficulty involved in considering case (b) by the present method
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might bé overcome by adopting Hartley’s (1958) techmque of dealmg

with incomplete data
6. SUMMARY

The maximum likelihood estimating equations -are deiived to
estimate the parameters of a Pearson Type III complete population
from doubly truncated and censored random samples of groiped
observations with- known truncation -points. Asymptotic variance-
covariance muatrices of these estimates are evaluated. The Tesults
for singly truncated and censored samples are obtained as special
cases. Practical application of the results has been 1llustrated by a
nurierical example. i
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